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Abstract

Virtual reality (VR) technology has been increasingly focusing on incorporating multimodal outputs to enhance the sense of
immersion and realism. In this work, we developed AirWhisper, a modular wearable device that provides dynamic airflow
feedback to enhance VR experiences. AirWhisper simulates wind from multiple directions around the user’s head via four
micro fans and 3D-printed attachments. We applied a Just Noticeable Difference study to support the design of the control
system and explore the user’s perception of the characteristics of the airflow in different directions. Through multimodal
comparison experiments, we find that vision-airflow multimodality output can improve the user’s VR experience from several
perspectives. Finally, we designed scenarios with different airflow change patterns and different levels of interaction to
test AirWhisper’s performance in various contexts and explore the differences in users’ perception of airflow under different
virtual environment conditions. Our work shows the importance of developing human-centered multimodal feedback adaptive
learning models that can make real-time dynamic changes based on the user’s perceptual characteristics and environmental
features.

Keywords Virtual reality - Multimodal feedback - Airflow - Human-centered design

1 Introduction users’ experience in immersive environments, offering dis-

tinct features. As a form of non-contact tactile sensation,

The integration of multimodal user interfaces for immersive
technologies, such as Virtual, Augmented, and Mixed Reality
(VR/AR/MR), has long been a prominent area of research [1].
In this research area, visual, temperature, olfactory cues, and
tactile feedback are often used to create the output modalities
in multimodal user interfaces to enhance the user’s immersive
experience [2, 3]. For tactile feedback, common techniques
for providing it involve methods such as vibration [4-6], tri-
boelectric [7], and mechanical transmission [8]. Recently,
airflow has emerged as an innovative approach to enhance
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airflow perception presents an experience that other medi-
ums cannot replicate.

Prior research has suggested that airflow plays an impor-
tant role in enhancing the user’s perception of the environ-
ment and can provide richer environmental cues to users [3,
9-12]. As a kind of non-contact haptic feedback, airflow is
detected by multiple tactile receptors, such as velocity and
spatial intensity, giving them advantages that other conven-
tional tactile feedback modalities do not have, e.g., vibration
[13] and thermal [14]. In addition, recent research has shown
that airflow has a role beyond simulation. The external air-
flow can reduce simulator sickness in VR [15-19] and lead to
higher subjective feeling of social presence [20]. In short, this
prior research demonstrates a broader application of airflow-
based modality to enhance users’ experiences in VR or MR.

Although some past studies [15, 16, 19, 21] have not
addressed airflow variability in virtual environments, more
and more researchers [14, 17, 20, 22-24] are making air-
flow variability an important aspect of its use. However, to
our knowledge, none of them have systematically investi-
gated the characteristics of people’s perception when airflow
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is adjusted dynamically in VR environments and multimodal
interfaces, leaving a gap that needs to be filled. In this paper,
we comprehensively analyze the characteristics of the user
perception of changes in airflow when designing a dynamic
airflow-based feedback interface and use it in a study to eval-
uate its effect on users’ experience in two VR scenarios.

In this research, we focused on a user-friendly device that
is relatively easy to attach to a VR head-mounted display
(HMD), is safe to use, has low-cost components, and provides
realistic wind-based feedback to address the gap in using
wind as an additional modality for enhanced VR experiences.
To this end, we developed AirWhisper (see Fig. 1), acompact
and modular wearable device that seamlessly integrates with
an HMD. It can provide dynamic airflow from four distinct
directions around the user’s head, utilizing four micro fans
equipped with 3D printed attachments. When AirWhisper
is attached to an HMD, we combine visual feedback and
wind feedback to form a multimodality output. We measured
the performance improvement of this multimodality output
over the single modality output via a user study. Then, we
conducted another user study based on a practical application
to measure improvements in user experience.

In summary, we make the following contributions:

e We designed a novel device that effectively integrates
with VR to create a visual-haptic multimodality output,
enhancing the overall user experience.

e We evaluated the performance of our device and showed
that it could complement other feedback modalities and
improve users’ experience in VR in various scenarios.

e We systematically explored how airflow feedback devices
should be designed to integrate with VR devices to pro-
vide user-friendly multimodal output.

2 Related work

2.1 Visual-haptic multimodality output in virtual
reality

Visual-haptic multimodality output integrates visual and
haptic feedback mechanisms within VR environments to
enhance users’ interaction and their feeling of immersion and
realism [5, 6,25, 26]. This integration allows a more complete
sensorial experience. In 1996, Burdea et al. [27] provided
foundational insights into multimodal interactions in VR,
emphasizing the integration of special-purpose input—output
devices. Subsequently, the visual-haptic multimodality has
continuously remained a focal point of research in VR.
Yokokohji et al. [28] developed a WYSIWYF display com-
bining vision-based tracking and haptic devices for realistic,
spatially, and temporally consistent visual-haptic integration.
Schwind et al. [29] explored how the appearance of virtual
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hands affects visual-haptic integration, offering insights into
multi-sensory integration in VR. Gibbs et al. [30] investigate
how haptic and visual feedback separately and combined
affect users’ sense of presence in a VR environment, find-
ing that presence is enhanced with both types of feedback,
with a strong suggestion that haptic feedback alone may
enhance presence more than visual feedback alone. Wu et
al. [31] developed a VR-based table tennis training system
using visual, haptic, and temporal cues, demonstrating sig-
nificant skill improvements and enhanced understanding of
spin shots in users. Collectively, these studies not only delin-
eate the current state of visual-haptic output in VR but also
pave the way for future explorations to augment user experi-
ences through improved multimodal interactions and haptic
technologies.

2.2 Airflow feedback devices

Airflow has a variety of applications in VR and has proven
to have great potential. On a large scale, Hlsmann et al. [21]
proposed a system to simulate winds and temperatures in a
well-designed three-sided CAVE. Using small fans and cube-
connected structures, Moon and Kim [22] introduced a wind
display system called the “WindCube”. For mid-air inter-
faces, Sodhi et al. [32] introduced “AIREAL” which uses
the pressure difference inside the air vortex to generate tac-
tile sensation. Tsalamlal et al. [33] proposed non-invasive
tactile stimulation to different and large areas of the human
body using a tactile stimulation strategy based on mobile air
jets. Additionally, recent studies have established the signifi-
cant role of external airflow in mitigating simulator sickness
[15-19] and increasing subjective perceptions of social pres-
ence [20] in VR environments, underscoring its importance
beyond traditional simulation applications. This prior work
illustrates the wide range of applications for airflow-based
multimodality output, highlighting the importance of study-
ing human airflow perception.

Prior work also showed that users favored head-mounted
mobile wearable devices, which can provide richer feedback
for VR experiences. These devices incorporate a num-
ber of different technological approaches to create various
types of stimulation. As for the airflow-based modality
output, Ambiotherm [14] provided thermal and wind stim-
ulation to stimulate realistic environmental conditions and
compared four types of sensory information (Ambiotherm,
VR+Thermal, VR+Wind, and normal VR). The wind simula-
tion module in Ambiotherm focusing on the user’s front face
has achieved good performance, though it can only simulate
the wind blowing from the front of users’ heads. Another
prototype is VaiR [23]. It emits airflow with minimal delay
and animates air sources in the 3D space around the user’s
head. The weight of the VaiR helmet is successfully con-
trolled to be low. However, a 4kg backpack is required for
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Fig.1 a The AirWhisper
prototype, which can provide
continuously changing airflow
feedback integrated with the VR
headset. b A user wearing
AirWhisper and immersed in a
VR environment

the compressed air bottle, making it impractical for many sce-
narios. HeadWind, developed by Tseng et al. [24], simulates
the haptic sensation of air drag when rapidly moving through
the air in real life to improve the experience of teleportation in
VR, indicating a new application of airflow. Similarly, Liu et
al. [34] presented HeadBlaster, an innovative wearable tech-
nology that induces motion perception by using jets to apply
ungrounded forces to the head, stimulating the vestibular and
proprioceptive systems.

Existing research on airflow-based modality output in
VR mainly explores specific applications focusing on device
usability. Our work aims to broaden this scope by system-
atically studying how users perceive airflow in different
situations. This human-centered approach seeks to inform
the design of future airflow-based modality output across
various applications.

2.3 Just noticeable difference studies in dynamic
haptic interface design

Defined as the smallest detectable difference in intensity or
stimulation between two stimuli recognizable by an individ-
ual, Just Noticeable Difference (JND) has become essential
in psychological and sensory studies to provide insights
into people’s perception of gradual changes [25, 35]. JND
analysis has been extensively applied to the design of hap-
tic interfaces to find the intensity of haptic feedback that
meets the user’s perceptual characteristics, reflecting a more
human-centered design approach. In a study on VR mul-
timodal perceptions over wireless cellular networks, [36]
utilized the JND measure to compare orthogonal and non-
orthogonal slicing methods for visual and haptic perceptions.
Lee et al. [37] conducted a study to determine quantitatively
the IND of visual-proprioceptive conflict in VR and to assess
whether cutaneous haptic feedback can further reduce this
conflict. Tsai et al. [38] conducted a JND study to assess the
distinguishability of impact force levels in three axes on the
head. Junput et al. [39] utilized a JND study to determine
the minimum variation in virtual object stiffness that par-
ticipants could perceive, thereby assessing the effectiveness
of their vibrotactile feedback glove in simulating realistic

RQ3:

RQ5:

haptic sensations in VR environments. Ryu et al. [40] con-
ducted a JND study to measure users’ perception of varying
stiffness in flexible objects held and shaken in the hand,
addressing a gap in the literature where no previous studies
had described human perception of stiffness variation in this
context. However, studies explicitly addressing JND in the
context of airflow perception are markedly lacking, revealing
a notable gap in this area. With a human-centered focus, we
pose the following research questions to frame our work:

RQ1: How does the strength or size of the airflow affect users’

perception of the airflow?

RQ2: How does the direction of the airflow affect users’ per-

ception of the airflow?
How does a mixed interface of visual and airflow cues
affect users’ perception of airflow in VR?

RQ4: How does the changing patterns of airflow affect users’

perception of airflow in VR?
How does the interactivity of the scene affect users’ per-
ception of the airflow in VR?

3 Implementation

In this section, we introduce AirWhisper, an airflow-based
haptic device designed to enhance immersive experiences
with virtual reality head-mounted displays. Several consid-
erations guided the development of AirWhisper:

e Wearability and Portability. Wearability and portability
were priorities to allow freedom of movement within vir-
tual environments. Bulky equipment such as large fans
[41], air compressors [42], or compressed air canisters
[23] would not suffice. Instead, micro fans were cho-
sen for their small size and mobility. The device uses an
adjustable structure rather than fixed supports to position
air supply units, allowing for personalized adjustment.

e Modularity. Modularity was also important so the device
could function as an optional accessory. Not all VR expe-
riences involve airflow, so users can easily attach and
detach the device as needed.

@ Springer
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Fig.2 The hardware structure and components of AirWhisper. The red line indicates the connecting parts. While this version is based on a Meta

Oculus Quest Pro, it could also be adapted to other types of HMDs

e Low-cost. Low production cost was a goal to make
AirWhisper affordable for widespread adoption. This
influenced the selection of lightweight and inexpensive
components and materials.

e Feedback Realism. Realistic wind simulation was priori-
tized by positioning airflow near the neck and cheeks,
highly sensitive areas [43]. The adjustable structure,
instead of fixed positioning, allows users to customize
feedback locations based on individual perception differ-
ences and airflow characteristics, optimizing the experi-
ence.

Based on these considerations, the development of Air-
Whisper prioritized a balance between advanced function-
ality and cost-effectiveness. The device consists of several
key components, including micro fans, 3D-printed supports,
adjustable ball joints, and control electronics. Despite its
sophisticated design, careful selection of materials and man-
ufacturing techniques has kept the overall cost low. The
estimated material cost for each AirWhisper unit ranges
between $50 and $70. This cost-effective approach ensures
that AirWhisper is accessible for wider adoption without sac-
rificing performance or reliability.

The design complexity is managed through a modular and
adjustable structure, allowing for personalized configuration
without the need for specialized tools or equipment. The inte-
gration of micro fans with ball joints and adjustable arms
ensures that airflow can be precisely directed to enhance the
user experience. Additionally, the simplicity of the system’s
assembly and control minimizes the potential for mechani-
cal failure, ensuring durability and ease of maintenance. The
detailed design of each part is discussed below.
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3.1 Design of airflow units

AirWhisper contains four adjustable airflow units (see
Fig.2). Each unit holds a micro fan inside a 3D-printed semi-
circular clasp. A 17 mm ball head base connects the clasp to
a supporting arm through a ball joint for positioning flexi-
bility. Two types of supporting arms are designed based on
the original HMD structure—one for the front and another for
the back and sides. The front arm attaches via a clamp, while
the back/sides use a different clamp design. Additional ball
joints are incorporated to enable directional adjustment of
each supply unit further.

Special considerations were made for the front compo-
nents near the original sensors and cameras. The supply
units are kept at a distance to avoid interfering with func-
tions like transparency mode and facial recognition. The front
supporting arm attaches to the rigid external skeleton near
the HMD-head interface to position the center of gravity
similarly to the original HMD design. A partially inclined
plane matches the curvature. The left and right supporting
arm designs are identical due to the HMD’s symmetry. Each
connects a supply unit to the back of the external skeleton
on the respective side. Iterative adjustments were made to
the attachment points to align the overall center of grav-
ity more optimally. 90-degree joints with ball heads enable
side-to-side positioning. The back supporting arm uses the
same design as the sides and attaches via a sized clip. Test-
ing revealed clashes between back components and users’
hair/collars, so distance from the head is maintained to pre-
vent discomfort or safety issues.

Overall stability is retained with the center of gravity
closely matching the original HMD design. The total addi-
tional weight is 303 g, excluding wiring (front: 82 g, back:
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58¢g, left: 81.5g, right: 81.5g). Pilot assembly/disassembly
testing showed most participants could complete the process
within 2 min after 5 min of training.

3.2 Airflow control mechanisms

After showing that the system could be set up easily, we
next conducted a pilot test to examine the generated airflow
strength at various distances from the micro fans. As shown in
Fig. 3, the airflow speed remained consistent within a range
of 5-7cm (236-216ft/min, with less than 10% variation),
indicating distance variations within this span had minimal
influence. Therefore, airflow strength could be controlled pri-
marily by adjusting the applied voltage.

AirWhisper utilizes four independent airflow supply units
regulated through the four ports of an Arduino UNO board,
which can output 0-5V per port. The Arduino contains an 8-
bit analog-to-digital converter (ADC) capable of representing
256 different values. Rather than directly measuring airflow
speed, which is difficult, we use this 256-unit scale where 0
represents OV and 255 represents 5V, with each unit equiva-
lent to approximately 0.0196V. Unity reads the ADC values
via stable serial communication rather than unreliable Blue-
tooth. An adjustable 0-12V power supply divides the voltage
among the four units through a four-channel MOSFET for
independent control of each.

3.3 Calibration of control parameters

After examining the setup, a JND user study was used to
explore the range of output regulation of the wind control
units. The purpose of the study was to find the specific val-
ues that would be perceived by most users as low, medium,
and strong wind output levels (will be represented as level
1, level 2, and level 3, respectively) and how much voltage
output would be required from the control units (RQ1). Fur-
thermore, this study will simultaneously explore the user’s
optimal wind feedback intensity for all four directions: front,
back, left, and right (RQ2).

Twelve (12) participants (7 males and 5 females) aged
20-26 (median 23) were recruited for this study. All sensory
functions were normal in all participants. They were com-
pensated with snacks and drinks for their time.

3.3.1 Task and procedure

The experimental procedure followed a traditional JND study
design with some modifications to suit our airflow devices.
Participants were seated upright and still, looking straight
ahead. For each trial, they received two 3-second airflow
stimuli sequentially and reported whether the intensity was
the same or different. A 3-second inter-stimulus interval pre-
vented residual sensation carryover. A pilot study established

a comfortable range of 0-210 units for stimuli intensities at
25°C ambient temperature. The base intensity values tested
were 25, 50, 75, and 100 units, while offset increments were
0, 8, 16, and 24 units. This produced 16 intensity pair con-
ditions across the four directions—front, back, left, and right.
Each participant, therefore, completed 64 trials (4 directions
x 16 pairs). The trial order was determined using a Latin
square design to counterbalance learning effects. Overall,
the study duration was approximately 20 min.

3.3.2 Results

Figure 4 quantitatively presents the results of the JND study,
showing perceptual sensitivity to changes in airflow direction
from front, left, back, and right.

For front airflow, participants most easily detected an off-
set of 24 units from the highest 100 base level, with 92%
sensitivity. However, the detection was less consistent at
lower bases, hovering around 25-58% for 8—16 units of off-
sets.

Lateral airflow perception showed a more gradual improve-
ment in detection corresponding to increased offset values
across bases. Notably, 83% of participants discerned 24 units
for the left offset from 100 units and 92% for the right offsets
under the same conditions.

Back airflow demonstrated the highest sensitivity, with
100% detection of changes even at the strongest test point.
Detection rates from the back were also consistently higher
than front or lateral airflow across all conditions.

In summary, sensitivity to airflow variations followed an
order from back > right =~ left > front. The percep-
tion was most precise for back airflow intensity changes.
Front airflow required larger variations to be reliably detected
compared to other directions. Overall, the IND thresholds
provided empirical calibration guidelines for the haptic con-
trol system.

3.3.3 Final design

The results showed participants’ ability to perceive changes
in airflow intensity varied depending on the direction. To
ensure consistent resolution across all feedback conditions,
the default control parameters were selected based on high
accuracy levels uniformly achieved across different direc-
tions. Specifically, a base level of 75 units with an offset of
24 units was chosen as it elicited over 80% accurate change
detection in all tested directions. This combination provided
reliable perceptibility of variations while avoiding exces-
sive offset magnitudes that may cause discomfort. These
calibrated parameters informed the implementation of three
discrete intensity levels—level 1 at 51 units (base-offset), level
2 at the base of 75 units, and level 3 at 99 units (base + offset)
- for the subsequent virtual reality experience study. Based
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Fig.3 a Airflow strength
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different distances. b A
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Fig.4 Airflow perception study results. The score represents the percentage of users who think the airflow strength is different

Fig. 5 The apparatus and VR scene of the evaluation study. Four wind sources were placed around the user to provide airflow from different

directions
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on the above results, we completed the system construction
of the control units.

4 Study 1: Comparing vision-airflow
multimodality output and single modality
output

In study 1, we aim to explore the variation in performance
of the vision-airflow multimodality output we constructed
above compared to the single modality output of vision and
airflow (RQ3). To achieve this aim, our research introduces
a sensory comparative experiment designed to evaluate the
human perception of airflow in various directions under three
modality output conditions: (1) vision, (2) airflow, and (3)
vision-airflow. We analyzed the accuracy, task load, and
usability of the system in different conditions. This exper-
imental setup allows us to thoroughly assess the accuracy,
cognitive load, and usability of the system under each sen-
sory condition, thereby providing a nuanced understanding
of multimodality integration in the perception of airflow.

We recruited 24 participants (13 males and 11 females)
aged 19-25 years (median 21). All sensory functions were
normal in all participants. Eight of them had no experience
with VR before.

4.1 Feedback methods

For vision output, we used the wind zone to create a virtual
airflow environment in the scene, cooperating with a par-
ticle system using material simulating transparent bubbles
to avoid overloading the visual sense. Four sets of particle
effects were placed in front of, behind, left of, and right of
the participant, but only particles in the measured direction
activated at one time, together with corresponding changes
in wind zone direction, to provide vision feedback in VR.
The wind zone was set to directional mode. Airflow levels
(1, 2, 3) corresponded to (64, 256, 1024) units in Unity. For
airflow feedback, we used AirWhisper as described previ-
ously. Based on the results of the JND study, airflow levels
(1, 2, 3) were (51, 75, 99) units. We also examined simulta-
neous vision and airflow feedback, the most likely approach
for future applications. The feedback intensity was the same
as above.

4.2 Task and procedure

Participants sat on the chair and experienced a designed VR
scene with vision-airflow multimodality output, as shown in
Fig. 5. They were required to wear earphones playing pink
noise to mask sounds from the experimental equipment and
external environment.

In the VR scene, we positioned four fans in front of,
behind, left of, and right of the participant. In each task,
participants experienced a certain airflow level from one
direction. Each 5-second stimulus was followed by a selec-
tion page with three buttons (1, 2, 3) for participants to
indicate their perceived level. After selection, click ‘Next’ to
begin the next trial. An extra 3-second loading page between
stimuli prevented residual sensation.

Before the official start of the experiment, participants
had 10min to explore the VR scenario and each condition in
all directions. A control menu allowed the selection of any
sensory mode, direction, and airflow level. Calibration also
preceded each condition, so sensations did not need to be
memorized. The airflow level was randomized based on a
Latin matrix, but stimuli from the same direction were tested
continuously so participants could focus on the airflow level
without spending effort on direction judgment. In each direc-
tion, the first three trails are calibrated at levels 1, 2, and 3 in
order, followed by six formal trials (3 levels x 2 repetitions)
given randomly.

Each participant needs to complete 72 trials (4 directions
x 3 sensory modes x 3 airflow levels x 2 repetitions). After
each sensory mode, participants were asked to complete two
questionnaires, NASA-Task Load Index (NASA-TLX) [44]
(6 items for cognitive load, e.g., “mental/perceptual activity
required”) and System Usability Scale (SUS) [45] (10 items,
e.g., “frequency of future use”). The full experiment lasted
50 min, including introduction, rest, and filling out question-
naires.

4.3 Results

All participants in this experiment understood and completed
the given experimental tasks successfully. The data we col-
lected were valid. As the results of the Shapiro-Wilk test
showed that the objective data we collected during the exper-
iment were not normally distributed (p < .05), we used the
Friedman test to analyze the objective data. Following that,
we conducted the Wilcoxon signed-rank post hoc test. Simi-
lar to the objective data, we used the same method to analyze
the subjective data.

4.3.1 Objective results

We divided the total number of tests by the number of cor-
rect tests to get the accuracy value (from 0 to 1) for each
trial. Then, the Shapiro-Wilk and the Wilcoxon signed-rank
tests were used to analyze the difference between the accu-
racy under the three feedback modes. The Shapiro-Wilk
test determined that the accuracy value differed statistically
significantly between the feedback mode in the right direc-
tion (X2(2) = 13.80, p < 0.05) and the left direction
(X%2(2) = 16.77, p < 0.05). However, there were no sig-

@ Springer



Journal on Multimodal User Interfaces

Fig.6 Accuracy analysis results 15
in the perception study. Bold

two-way arrows indicate

statistically significant

differences between the two 1.0 =
modes. A: airflow-only S ||
feedback mode. V: vision-only g
feedback mode. VA: airflow o V
with vision feedback mode <05

0.0

Front

nificant differences between the front direction (p > 0.05)
and the back direction (p > 0.05). For the right direction, the
median (IQR) accuracy values for the airflow-only feedback
mode, vision-only feedback mode, and airflow with vision
feedback mode were 0.67 (min = 0.33, max = 0.83, SD =
0.15), 0.92(min = 0.50, max = 1.00, SD = 0.21) and 1.00
(min = 0.50, max = 1.00, SD = 0.14), respectively. As a
further step, the Wilcoxon signed-rank test revealed that the
accuracy value under airflow-only feedback mode was signif-
icantly lower than the accuracy under vision-only feedback
mode (Z = —2.23, p < 0.05), and the accuracy under air-
flow with vision feedback mode (Z = —3.57, p < 0.05).
As for the left direction, the median (IQR) accuracy values
for the airflow-only feedback mode, vision-only feedback
mode, and airflow with vision feedback mode were 0.67 (min
= 0.33, max = 1.00, SD = 0.23), 1.00 (min = 0.67, max =
1.00, SD = 0.12) and 1.00 (min = 0.67, max = 1.00, SD
= 0.17), respectively. The post hoc test found the accuracy
value under airflow-only feedback mode was significantly
lower than the accuracy under vision-only feedback mode
(Z = =3.72, p < 0.05), and the accuracy under airflow
with vision feedback mode (Z = —2.92, p < 0.05). Fig-
ure 6 summarizes the above results.

4.3.2 Subjective results

During the experiment, all participants were asked to com-
plete two questionnaires, the NASA-TLX and the SUS. We
conducted the Friedman Test to analyze the data and the
Wilcoxon signed-rank test for the post hoc analysis.

Figure 7 shows the summary of the NASA-TLX data.
The results showed that when participants were under dif-
ferent feedback conditions, statistically significant effects
could be found in all six elements of workload, mental
(X%2(2) = 11.58, p < 0.05), physical (X>(2) = 7.12, p <
0.05), temporal (X%2(2) = 7.54, p < 0.05), performance
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(X2(2) = 6.16, p < 0.05), effort (X2(2) = 6.89,p <
0.05), and frustration (X2(2) = 12.69, p < 0.05). Further-
more, the post-test shows that compared to the participants
under airflow-only feedback mode condition, the values of
mental (Z = —3.22, p < 0.05), physical (Z = —291, p <
0.05), temporal (Z = —2.54,p < 0.05), performance
(Z = —=2.29, p < 0.05), effort (Z = —2.64, p < 0.05), and
frustration (Z = —3.22, p < 0.05) were lower in the airflow
with vision feedback mode condition. While compared to
the participants under vision-only feedback mode condition,
the values of mental (Z = —2.41, p < 0.05), effort (Z =
—2.30, p < 0.05), and frustration (Z = —2.40, p < 0.05)
were lower in the airflow with vision feedback mode condi-
tion. These results indicate that of the three feedback modes,
participants had the lowest workload demands in airflow with
vision feedback modes.

Figure 8 shows the participants’ SUS scores for the sys-
tems equipped with different feedback modes. The results
show that there was a significant difference in the SUS scores
when the participants were under different feedback condi-
tions (X2(2) = 13.57, p < .05). Furthermore, the post-test
shows that there was a statistically significant reduction in
the airflow with vision feedback mode vs. airflow-only feed-
back mode (Z = —3.51, p < .05) and in the airflow with
vision feedback mode vs. the vision-only feedback mode
(Z = —2.49, p < .05). These results indicate that the par-
ticipants prefer to use the system equipped with airflow and
vision feedback mode.

Back Left

4.4 Summary

This study investigated the effects of single versus mul-
timodal feedback on spatial perception, cognitive load,
and user experience in virtual reality environments. Par-
ticipants completed experimental tasks under vision-only,
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airflow-only, and integrated vision-airflow feedback condi-
tions generated by the AirWhisper haptic device.

A primary finding was variation in airflow perception
accuracy based on direction. Front and back airflow was
consistently detected, while lateral airflow proved more dif-
ficult to identify using airflow-only feedback. However, the
addition of visual cues drastically improved left and right
accuracy, highlighting the synergy between senses.

In the case of integrating visual feedback into the over-
all feedback system, that is, blending wind feedback to form
multimodal feedback, participants’ cognitive workload was
also reduced, and their preference was increased. This likely

stems from the natural ease of holistically processing con-
gruent information from multiple senses simultaneously. The
cognitive benefits, in turn, enhance immersion and enjoy-
ment. Notably, all participants could perceive and report on
various intensities from the JND-calibrated control system,
validating its resolution design.

In conclusion, the vision-airflow multimodal feedback
integrated by AirWhisper significantly enhanced spatial per-
ception, cognitive functioning, and overall user experience
in virtual environments relative to single feedback methods.

5 Study 2: Evaluating the usability of the
vision-airflow multimodality output

Building on the findings of the first study, Study 2 aimed
to evaluate AirWhisper’s ability to provide dynamic, real-
time haptic feedback corresponding to virtual experiences.
Four airflow feedback conditions were tested: 1) no air-
flow, 2) constant airflow, 3) linearly changing airflow, and
4) step-changing airflow (RQ4). Furthermore, to assess user
experience under varying levels of environmental interactiv-
ity, two generic VR scenarios were constructed - a passive
rollercoaster ride and an interactive motorcycle driving expe-
rience (RQS5). Both offered first-person perspectives for
immersion.
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Participants underwent trials with each airflow condition
applied in both scenarios. Feedback was collected regarding
their perception of and engagement with the airflow varia-
tions. Comparisons across conditions and scenarios aimed
to provide insight into how environmental interactivity may
influence humans’ capacity to detect and comprehend chang-
ing airflow cues integrated with virtual activities in real
time. By systematically manipulating the feedback method,
content, and interactivity level, this study delivered a more
holistic evaluation of AirWhisper’s performance from the
user experience perspective.

Twelve (12) participants (8 males, 4 females) aged 20-
26 years (median 22) were recruited in this study. All had
some prior experience with VR, with six having extensive
experience with it.

5.1 Study settings
5.1.1 Airflow feedback settings

Four different airflow feedback types were set for the two
application scenes: (1) no airflow, (2) constant airflow, (3)
linear-changing airflow, and (4) step-changing airflow. The
airflow conditions in the last three types were provided by
AirWhisper. For airflow control methods, the airflow inten-
sity (A) is treated as a dependent variable, while the moving
velocity in a virtual environment (V) is the independent vari-
able. The range of A is set to [0, 200] to ensure safety and
comfort, and the range of V is set to [0, 10] for the same
reason. For the three methods with airflow, we define a mini-
mum velocity threshold 7 such that airflow is provided only
when the velocity exceeds this threshold.

Under the Constant airflow type (Fig.9a), the intensity
remains fixed at a value of 100 units once the velocity exceeds
the minimum threshold:

0 ifV<Ty

100 if V>Ty
Under the Linear-changing airflow type (Fig.9b), as the
virtual velocity V increases, the airflow intensity A increases
proportionally:

_ 0 ifV < Ty
kv —b ifV =Ty

where k is the coefficient that maps the virtual velocity iso-
metrically to the airflow intensity, and % = Tp (minimum
velocity threshold).

Under the Step-changing airflow type (Fig.9c), the air-
flow intensity remains constant until it reaches certain virtual
velocity thresholds, where it increases abruptly to new fixed
levels. In addition, according to the results of the JND
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Study, the human airflow perception aligns with the Weber-
Fechner law in psychophysics; therefore, larger increments
are required for higher intensity. We applied three step val-
ues Ly, Ly, L3 (L1 < Ly < L3), and each promotion was
twice the value of the previous promotion (4 x (L1 — 0) =
2x (L, — Ly) = (L3 — L2)):

0 ifV<Ty
L ifThy<V <T
L, if T <V <1
Ly ifV>T

where T1, T are the designed changing thresholds with 7 <
T>.

To measure the user experience in the virtual environment,
we used a modified version of the presence questionnaire
(PQ) [46] (19 items for non-interactive scenes and 23 items
for the interactive scenes, such as “How compelling was your
sense of moving around inside the virtual environment?”’) and
the enjoyment questionnaire (enjoyment component from
E%I Questionnaire [47]) (4 items, such as “To what degree
did you feel sad when the experience was over?””). We also
measured the simulator sickness using the simulator sick-
ness questionnaire (SSQ) [48] (16 items, such as “General
discomfort”). At the end of the experiment, participants were
interviewed to get further feedback and additional comments.

5.1.2 Settings of the VR scenarios

We developed two VR scenarios using Unity: roller coaster
(non-interactive) and motorcycle riding (interactive), as
shown in Fig. 10. In the first application, the user sat in the
front row of aroller coaster on a pre-designed track, including
climbs, drops, and inversions, in an open grassy area without
distractions. As this was non-interactive, the user focused on
the feedback without needing to control anything. The second
interactive application required the user to drive a motorcy-
cle for a full lap as quickly as possible. The track contained
low/high-speed turns and straights without other vehicles or
obstacles. Here, users focused on controlling the motorcycle
using right/left triggers for acceleration/brake and the left
joystick for steering.

5.2 Task and procedure

First, participants were briefed on the study and the exper-
imental procedure. Then, they were introduced to the Air-
Whisper prototype, HMD, and controllers and were given
the chance to try them out. Participants were free to observe
the structure of the prototype and adjust the movable joints to
help them become familiar with the devices. In the first scene,
riding a roller coaster, participants sat in a chair and wore the
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Fig. 10 Two VR scenarios that
integrated AirWhisper: a Riding
aroller coaster and b Riding a
motorcycle

HMD. Controllers were not provided since user input was
not required in this application. After a short familiarization
with the environment, the roller coaster started. Participants
rode the roller coaster for one whole course, passively expe-
riencing a variety of postures accompanied by each feedback
type during the process. In the second scene, riding a motor-
cycle, before the official test began, participants learned to
use controllers to operate the motorcycle until they felt ready
to start. When driving the motorcycle, participants were told
to reach the finish line as soon as possible without crashing.
There was a 10-minute break between the two applications.
At the end of the experiment, participants were asked to fill
out the questionnaires and be interviewed for additional com-
ments. A total of 8 (2 (scenes) x 4 (feedback conditions))
trials were examined by each participant. The two applica-
tions were conducted in alternating order, and the sequence

of the four conditions for each application was determined by
a Latin Square approach to minimize carry-over effects. The
whole experiment took about 50 min, including the introduc-
tion, rest, and interview.

5.3 Results

During the experiment, participants were asked to complete
three questionnaires: E 27, PQ, and SSQ. We used the Fried-
man Test to analyze the data and the Wilcoxon signed-rank
test for post hoc analysis. For pairwise comparisons, we used
the Bonferroni correction. The results show significant differ-
ences in participants’ enjoyment and presence under different
airflow conditions in the two scenarios but no significant dif-
ferences in simulator sickness. We outline all results in detail
in the following subsections.
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5.3.1 Enjoyment

Figure 11 shows the summary of the E2 I data. Employing the
Friedman test to scrutinize within-subject differences across
the conditions, both Roller Coaster conditions (X%(3) =
29.24, p < 0.001) and Motorcycle conditions (X2(3) =
16.60, p < 0.001) revealed a pronounced statistical signifi-
cance. In the Roller Coaster scenario, participants exhibited
a preference hierarchy, favoring the Step-changing Airflow
condition (M = 5.27, SD = 1.12), then Linear-changing
Airflow (M = 5.02, SD = 1.16), followed by Constant Air-
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flow (M = 4.22,SD = 1.19), and least enjoyed was No
Airflow (M = 3.37,SD = 1.10). Statistically significant
contrasts were noted between No Airflow and each of the
other three conditions (all p < 0.05) and between Constant
and Step-changing Airflow (p < 0.05). However, the dif-
ference between Constant and Linear-changing Airflow and
between Linear-changing and Step-changing Airflow was not
statistically significant (p > 0.05).

For the Motorcycle scenario, a similar pattern of enjoy-
ment scores was observed, with the Step-changing Airflow
condition receiving the highest score (M = 5.63,SD =
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1.03), succeeded by Linear-changing Airflow (M = 5.33,
SD = 1.43), Constant Airflow (M = 4.92, SD = 1.45),and
No Airflow (M = 4.4, SD = 1.60). Post-correction analysis
revealed that the only significant difference in enjoyment was
between No Airflow and Step-changing Airflow conditions
(p < 0.05), while other pairwise comparisons remained sta-
tistically non-significant (p > 0.05).

5.3.2 Presence

Figure 12 shows the summary of the PQ data. The Fried-
man test has yielded statistically significant results for both
Roller Coaster (X2(3) = 26.75, p < 0.001) and Motor-
cycle (X2(3) = 14.89, p < 0.001) scenes. In the Roller
Coaster simulation, the presence scores revealed a preference
for the Step-changing Airflow condition, which achieved the
highest mean score (M = 4.80, SD = 0.63), followed by
the Continuous-changing Airflow (M = 4.68, SD = 0.65),
Constant Airflow (M = 4.33, SD = 0.67), and lastly No
Airflow (M = 3.95,SD = 0.69). Notably, the compari-
son between the Linear-changing and Step-changing Airflow
conditions did not exhibit a significant difference (p > 0.05),
whereas all other comparisons did manifest significant dif-
ferences (p < 0.05).

For the Motorcycle scene, the pattern of mean presence
scores was akin to that of the Roller Coaster, with Step-
changing Airflow once again receiving the highest mean
score (M = 5.12,SD = 0.55). This was followed by
Continuous-changing Airflow (M = 4.95,SD = 0.78),
Constant Airflow (M = 4.72, SD = 0.70), and No Airflow
(M = 4.41, SD = 0.76). However, in this scenario, a signif-
icant difference was only noted between the No Airflow and
Step-changing Airflow conditions (p < 0.05), with the other
comparisons not reaching statistical significance (p > 0.05).

5.3.3 Simulator sickness

The Friedman test for the simulator sickness data yielded the
following results: Roller Coaster scene (X 2(3) =278, p =
0.427), Motorcycle scene (X2(3) = 3.26, p = 0.353). This
indicates that there are no statistically significant differences
in the simulator sickness levels experienced by participants
across the different airflow conditions for both scenes.

5.4 Summary

The analyses showed that while the Simulator Sickness
scores did not significantly differ across conditions, differ-
ences were found in the analysis of enjoyment and presence
ratings. Based on the result of enjoyment and presence anal-
ysis, we got the following findings:

e In both interactive and non-interactive scenarios, any
airflow feedback significantly improved presence and
enjoyment over no airflow.

e For the non-interactive roller coaster, both dynamic air-
flow types (linear and step-changing) improved presence
and enjoyment more than constant airflow.

e For the interactive motorcycle, only step-changing air-
flow significantly improved presence and enjoyment
versus no airflow. Other airflow types did not differ sig-
nificantly.

e Contrary to expectations, step-changing airflow did not
outperform linear-changing airflow. Possible reasons are
an inappropriate step-change design or scenarios better
simulating linear changes.

e The impact of different airflow types depends on environ-
mental interactivity. Dynamic airflow especially benefits
non-interactive VR, while the most variable type (step-
changing) aids interactive VR more.

In conclusion, integrating airflow feedback through Air-
Whisper greatly enhances users’ VR experience, and the
optimal airflow design should consider the interactive nature
of the virtual environment.

6 Discussion

In this work, we evaluate AirWhisper’s vision-airflow multi-
modal output performance and real-time dynamic feedback
performance in terms of two evaluation criteria: the user’s
perceived accuracy of feedback performance and the user’s
experience, respectively. This section discusses the evalua-
tion results, the causes of the results, and the contributions
that can be generalized based on the results.

6.1 Reflection

In Study 1, we evaluated how single versus multimodal feed-
back impacted airflow perception, cognitive load, and user
experience in VR using the AirWhisper device. Integrat-
ing visual cues with airflow significantly improved airflow
perception accuracy, especially for lateral directions. This
enhanced detection might result from multisensory inte-
gration processes that allow the brain to form a more
comprehensive understanding by combining information
from multiple modalities [49, 50]. Multimodal feedback also
reduced the cognitive workload required for the task by dis-
tributing sensory processing [51]. Presenting information in
a multisensory format can lessen the mental effort needed
to interpret it. Moreover, users clearly preferred the mul-
timodal feedback condition. This preference likely stems
from the more natural and realistic experience it provides by
better aligning with real-world interactions [52, 53]. The con-
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gruence between simulated and actual sensory experiences
enhances immersion and enjoyment. These findings validate
AirWhisper’s effectiveness in delivering an intuitive, user-
friendly multisensory experience through its JND-calibrated
control system. By systematically incorporating airflow sen-
sations with congruent visual cues, it supports more precise
spatial awareness, efficient cognitive processing, and an
engaging VR experience overall. Overall, Study 1 highlights
the value of multisensory designs for VR feedback systems.

In Study 2, we investigated the impact of different airflow
feedback conditions on presence, enjoyment, and cognitive
load in interactive versus non-interactive VR scenarios. We
found that any airflow improved presence and enjoyment
over no airflow in both contexts, while the beneficial effects
of specific airflow types varied with interactivity. In the
non-interactive roller coaster, both linear and step-changing
dynamic airflows significantly outperformed constant air-
flow. This suggests dynamic changes alone enhanced the
experience. However, in the interactive motorcycle scenario,
only step-changing airflow significantly improved measures
relative to no airflow. This may be because higher cognitive
load limits environmental perception abilities [54, 55]. Under
load, step-changing airflow with instantaneous changes was
most detectable. Interestingly, enjoyment increased even
when airflow inconsistencies were more apparent under load.
This tolerance suggests users prioritize engagement over
realism when cognition is taxed. Overall, these findings
indicate optimal multimodal design depends on interactiv-
ity dynamics. AirWhisper supports a range of responsive
airflow rendering tailored to scenario characteristics. Con-
sideration of cognitive demands provides guidance for more
user-centered VR experiences.

6.2 Limitations and future work

While AirWhisper provides an innovative and cost-effective
solution for enhancing VR experiences, there are potential
drawbacks and issues that may arise with long-term use. The
frequent adjustment of the modular components, especially
the 3D-printed supports and ball joints, could lead to wear and
tear over time. Continuous use might result in the loosening
of the joints or breakage of some plastic parts, necessitating
periodic maintenance or replacement. Although the device
is designed to be lightweight and adjustable, prolonged use
might still lead to user fatigue or discomfort, especially
around the attachment points. This is acommon problem with
current HMDs. In the future, when HMDs become smaller
and weigh less, then fatigue issues will lessen as well.

In Study 2, we also observed an unexpected outcome
where the presence of airflow did not significantly reduce
simulator sickness. This contrasts with existing literature
that highlights airflow’s efficacy in mitigating discomfort.
A primary factor in this discrepancy is the mode of airflow
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delivery. Previous studies have utilized large fans to gener-
ate whole-body airflow [15-19], differing from our use of
a head-mounted airflow feedback interface. Head-mounted
interfaces target the head and neck, regions more sensitive
to airflow [43], creating a distinct experience compared to
whole-body airflow perception. This difference may lead to
varied effects on motion sickness. Notably, prior research
employing headset-based airflow devices did not assess their
impact using SSQ [14, 23, 24], making our study a firstin this
regard. Additionally, individual differences among partici-
pants and the subjective nature of self-reporting measurement
methods like the SSQ could have influenced our results [S6—
58]. In general, as with any maturing technology, there is a
continuous need for more diverse studies to investigate fur-
ther the relationship between airflow and simulator sickness
in VR environments, especially using non-subjective mea-
surement methods.

Moreover, the (numerical) settings we used in Study 2
are derived from pilot tests performed in our target scenario
and may not be applicable to other types of scenarios that
have very different settings and users’ expectations. Since
we focus on studying how different airflow changing patterns
can be applied to scenarios where movement and orientation
changes take place, our results are applicable to scenarios
with these features. It is outside of the scope of this paper to
test all possible scenarios that VR environments can support.
In the future, we plan to conduct further experiments with
diverse types of scenarios to explore the effects of specific
settings on users’ perception and cognitive load.

7 Conclusion

In this paper, we introduced AirWhisper, a modular device
capable of generating vision-airflow multimodal feedback
calibrated to human perceptual characteristics. We conducted
two studies To evaluate the usability and potential of Air-
Whisper. In study 1, we compared the effects of single versus
multimodal feedback on airflow perception in virtual envi-
ronments. The findings indicate that integrating visual cues
with airflow information not only augments users’ percep-
tual accuracy but also enriches the overall user experience
while concurrently diminishing cognitive load. In Study
2, we tested four airflow variations across interactive and
non-interactive VR scenarios. The results demonstrate that
integrating airflow feedback through AirWhisper signifi-
cantly enhances user experience in virtual reality, and the
optimal design for airflow modification should consider the
interactive characteristics of the virtual scenarios. Overall,
this study introduces a novel, user-friendly modular device
that provides visual-airflow multimodal outputs in virtual
reality and provides ideas for human-centered multimodal
interface design by evaluating the performance of this device
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under different conditions in relation to the user’s perceptual
characteristics.
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