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Figure 1: Illustrations of the (a) leaning-based locomotion and (b) feet-controlled orientation. (c) The prototype of the LeanOn
locomotion device. (d) A user controlling the LeanOn to travel in (e) the experimental scene.

ABSTRACT

Locomotion plays a critical role in user experience in Virtual Real-
ity (VR). This work presents a novel locomotion device, LeanOn,
which aims to enhance immersion and feedback experience in VR.
Inspired by balance vehicles, LeanOn is a leaning-based locomotion
device that allows users to control their location by tilting a board
on two balance wheels, with rotation enabled by two buttons near
users’ feet. To create a more realistic riding experience, LeanOn
is equipped with a terrain vibration system that generates varying
levels of vibration based on the roughness of the terrain. We con-
ducted a within-subjects experiment (N=24) and compared the use of
LeanOn and joystick steering in four aspects: cybersickness, spatial
presence, feedback experience, and task performance. Participants
used LeanOn with and without the vibration system to investigate the
necessity of tactile feedback. The results showed that LeanOn sig-
nificantly improved users’ feedback experience, including autotelic,
expressivity, harmony, and immersion, and maintained similar levels
of cybersickness and spatial presence, compared to joystick steering.
Our work contributes to the field of VR locomotion by validating
a leaning-based steering prototype and showing its positive effect
on improving users’ feedback experience in VR. We also showed
that tactile feedback in locomotion is necessary to further enhance
immersion in VR.

Index Terms: Human-centered computing - Human computer
interaction (HCI) - Interaction paradigms - Virtual reality

1 INTRODUCTION

Locomotion shapes how users navigate through the virtual environ-
ment (VE), thus plays a pivotal role within Virtual Reality (VR) [3].
Many types of locomotion techniques have been designed to provide
users an immersive travel experience, such as teleporting, steer-
ing, and a combined approach [54]. Martinez et al. [33] categorized
locomotion techniques into walking-based, steering-based, selection-
based, manipulation-based, and automated. Regardless of the type,
the main purpose is to enable users to navigate and move within a
VE in a natural, comfortable, and immersive manner [4].

*Corresponding author: yue.li@xjtlu.edu.cn

An inevitable challenge when navigating within VEs is the oc-
currence of cybersickness, a kind of motion sickness caused by
the sensory conflict between the visual system and the vestibular
perception [14]. Usually, the adverse effects led by cybersickness
include nausea, headache, vertigo, disorientation, sweating, and
eyestrain [29]. Recent research [6] showed that the cybersickness
led by a locomotion technique is slighter when the technique is
natural (e.g. real walking) or semi-natural (e.g. Virtusphere [36]
and VR treadmill [7]). Many semi-natural locomotion techniques
such as leaning-based locomotion have been introduced to reduce
the effect of cybersickness in VR [22]. In addition, some research
provided evidence that the appropriate tactile feedback mitigated
users’ cybersickness while traveling in VEs [15].

Motivated by the strength of leaning-based locomotion in reduc-
ing cybersickness [22], improving navigation performance [12], and
enhancing self-motion perception [13,27], we present a prototype
that replicates a popular real-world vehicle, the balance vehicle,
which utilizes a leaning-based mechanism for its operation. When
using a balance vehicle, the rider’s body is relatively static, while
the optic flow of the view is continuously changing. This is similar
to the continuous locomotion techniques in VR. Hence, we design
a VR locomotion device with a mechanism similar to the balance
vehicle to see if it can reduce cybersickness and increase immersion.
This kind of device matches users’ real-life experiences and reduces
the unfamiliarity that might occur when traveling in VR. Consider-
ing these factors, we introduce a new leaning-based semi-natural
locomotion interaction device called LeanOn. It allows users to steer
in the VE by leaning the device forward or backward. Different
from the other leaning-based locomotion techniques, LeanOn is a
leaning-based steering and feet-controlled orientation device, which
means it is hands-free for users (see Figure 1a-b). Unlike previ-
ous designs that did not have a real-world reference [26], LeanOn
directly maps the structure and traveling mechanism of balance ve-
hicles, which leverages users’ life experiences in learning the VR
locomotion. In addition, several studies have proven that tactile
feedback synchronized with visual feedback is an important factor
in increasing realism and immersion in VR, as well as the sense of
body ownership and spatial presence [16, 17, 21]. Hence, a terrain
simulation system is added to the LeanOn device to generate differ-
ent levels of tactile feedback when users travel on different terrains
in VE, similar to the real experience when users use balance vehicles
to move on different roads.
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We compared the LeanOn device with joystick steering in cy-
bersickness, spatial presence, feedback experience, and task perfor-
mance. Participants were asked to use joystick steering, LeanOn
with and without terrain simulation to travel on a one-way route with
four different terrains in a small town. The evaluation results showed
that LeanOn contributed to a significantly higher feedback experi-
ence and kept the same level of spatial presence without increasing
cybersickness. Our research contributes to the current locomotion
research by 1) presenting a novel leaning-based locomotion tech-
nique with a terrain simulation system and specifying its operating
principles, 2) evaluating the locomotion techniques and showing that
the LeanOn device leads to enhanced feedback experiences to users
without bringing in negative effects.

2 RELATED WORK

2.1 Leaning-Based Locomotion Techniques in VR

Leaning-based steering (LBS) allows users to travel in VE by leaning
their bodies, heads, or feet, which provides the probability of freeing
users’ hands when controlling the locomotion. Fairchild [11] was
one of the earliest works on LBS. The technique mapped the head
translation from a defined central point to the virtual translation in
VE, and the leaning angle of the body determines the travel speed.
Later, de Haan et al. [9] used the Wii Balance Board as an input
device for a leaning-based steering technique. A translation in VE
will be performed by leaning forward or backward, and leaning
sideways controls strafing left or right. Rotation can be achieved
by pressing on the toes and heel of opposing feet. According to
their research, this device is intuitive to use and results in smooth
movement. Wang and Lindemann [51] also used the Wii Board
to create a leaning-based surfboard similar to the cartoon “Silver
Surfer”. The travel speed was controlled by an accelerometer sensor
on the user’s forward arm, and orientation was 2-DoF, which was
performed by transforming the pitch and roll angles of the Wii to
the rotation of the virtual avatar. Similarly, the NaviChair allowed
users to sit on a chair and control the locomotion in VE by leaning
their upper body in the direction they want to travel [23]; and the
NaviBoard enabled users to travel in the VE by leaning their whole
body or stepping forward [37]. A recent work [13] found that
compared to joystick steering, the use of leaning-based locomotion
improved user experience including enjoyment and spatial presence,
and reduced motion sickness.

2.2 Vibration Simulation in VR

Tactile feedback is an important interaction feedback to increase the
immersion of VR, which can be simulated using vibration systems.
Li et al.’s study [31] investigated the effects of whole-body tactile
feedback on cybersickness and users’ emotions when they used a
controller to “walk” over different surface materials. The results
showed that tactile feedback had no impact on cybersickness. Kruijff
et al. [26] added combined audio, vibrotactor, and bass-shaker cues
to a leaning-based locomotion device and found that these cues
significantly improved users’ sensation of self-motion. Jung et
al. [15] developed a floor vibration system using audio transducers.
Participants sat on this platform and experienced a driving journey
in VE. The authors found that the system not only increased the level
of realism but also significantly mitigated cybersickness. Similar to
Jung et al.’s research, Sawada et al. [43] applied the vibration system
to a VR motorcycle driving simulator. They investigated whether the
whole-body tactile feedback and synchronized sound could mitigate
cybersickness. Participants were asked to sit and hold the handlebars
for five minutes to “drive” a motorcycle in VE. Their results showed
that the combination of sound and vibration successfully reduced the
motion sickness symptoms. In conclusion, the vibration feedback
makes users feel more immersed in VE, but not all vibration systems
mitigate cybersickness.

2.3 Cybersickness and VR Locomotion Techniques
Many theories, including but not limited to the poison theory [2],
postural instability theory [40], and sensory conflict theory [14]
provide insights into the underlying causes of cybersickness. Among
them, sensory conflict theory is accepted by most researchers, which
illustrates cybersickness as the sensory conflict between the sense of
the visual system and the sense of the vestibular system [14]. Recent
work also show that individual factors, such as age, gender, illness,
and positioning, have an impact on cybersickness [8, 25, 28, 53] and
efforts have been made to predict cybersickness [35, 38, 50].

Locomotion techniques users used in VEs also affect the sus-
ceptibility to cybersickness [34]. Among various the locomotion
techniques, non-natural continuous locomotion such as joystick
steering [3] leads to more significant cybersickness than others.
Natural locomotion techniques such as real walking lead to less
cybersickness as the visual sensory feedback matches with the phys-
ical movements. Since the virtual scene is usually much larger than
the tracking area of a VR HMD, it is challenging to map real walk-
ing with movements in VE. To preserve the self-motion cues and
match the visual perceptions with movements in a limited space,
several semi-natural locomotion techniques have been developed,
such as leaning-based steering [37]. Nguyen-Vo et al.’s [37] research
showed that leaning-based locomotion leads to significantly lower
cybersickness than controller-based steering.

2.4 Spatial Presence and VR Locomotion Techniques
Spatial presence is a crucial factor that greatly influences user experi-
ence in VR [1]. Previous work has different illustrations of presence.
Draper et al. [10] defined presence as a mental perception that users
feel physically in the virtual environment. Slater’s [46] theory identi-
fied two components that determine spatial presence. The first one is
the sense of ‘being there’, or place illusion, signifying how users feel
they are in a real place. The second one is the plausibility illusion,
indicating users’ sensation on something that happened in VR was
actually happening. During the past few decades, various methods
have been proposed for the measurement of presence [30,32,44,52],
in which case spatial presence was often considered as a part of
presence, together with other concepts such as copresence and social
presence [45]. Vorderer et al. [49] proposed a measure of spatial
presence alone, focusing on user perceptions on self-location and
possible actions, and identified influencing factors such as attention
allocation, spatial situation, and cognitive involvement.

Previous research showed that vestibular, proprioceptive and ki-
naesthetic cues between the real and virtual movement increase
users’ self-cognition and spatial presence [24]. According to the
studies of Keshavarz et al. [19] and Riecke et al. [41], continuous
locomotion techniques provide greater presence than discrete lo-
comotion. Kitson et al.’s study [23] compared traditional joystick
steering with motion cueing interfaces that involved users’ body
movements in the motion control. The results showed that the pres-
ence was not rated higher for the motion cueing interfaces. Similarly,
Buttussi et al. [5] compared users’ perceived presence among joy-
stick steering, leaning-based steering, and teleporting, and the results
indicated no significant difference among these techniques. Jung
et al.’s study indicated that tactile stimuli can maintain the sense of
presence when users sitting on a floor vibration plate [15]. Even
though several studies have pointed out that leaning-based loco-
motion and tactile stimuli have minimal effect on increasing users’
spatial presence, it lacks evidence of whether introducing tactile
feedback to leaning-based locomotion can lead to higher spatial
presence.

3 SYSTEM DESIGN AND IMPLEMENTATION

3.1 LeanOn Structure Design
When designing the structure of LeanOn, we first referred to the
existing balance vehicles on the market, such as the Xiaomi Millet
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Nine Balance Car. The movement of this device is based on the
leaning of the user, and the orientation is controlled by a lever around
the knees. Similar to the structure of a balance vehicle, LeanOn
consists of four parts: balance wheel, support board, support pillar,
and orientation plates (see Figure 2a). The main material of this
device is wood, except that the material of the orientation plates
is polylactic acid, thermally stacked by Makerbot 3D printer. Two
buttons were placed at the inner side of the two orientation plates,
so that users can change their orientations by tilting their knees.

The initial design highly resembled the real balance vehicles.
However, given that our device does not cause actual movements in
the real world, instead of standing on the device, it was more natural
to sit and use the device. Hence, we designed another structure for
the device to be used for seated experiences, as shown in Figure 2b.
We moved the two buttons and orientation plates around users’ feet.
The operation is similar to the previous design, except that the
orientation control was via the feet. The prototype of the LeanOn
device is shown in Figure 1c.

Figure 2: The 3D models showing the LeanOn structure design for
(a) leg-controlled orientation and (b) feet-controlled orientation

3.2 Electronic Design
Several electronic components were used for the leaning-based loco-
motion control and the vibration simulation. An ESP32 development
board was used as the main control board. We also included three
vibration motors with different vibration frequencies (6000 RPM,
8500 RPM and 10000 RPM with an input voltage of 6V) to sim-
ulate bumpy terrain movements. We used an MPU6050, a 6-axis
gyroscope, to detect the leaning of the device. Two buttons with 3D
printed curved plates were connected to the development board to
achieve the control of orientations. Figure 3 shows the implementa-
tion of these components on the LeanOn device. The total cost of
the LeanOn prototype was ∼20 USD.

3.3 System Control
We used Unity (version 2020.3.21f1c1) to implement the system
control. The VR development was based on the Oculus Integration
package. The Uduino package was imported to connect the devel-
opment board with the Unity project. The information can be sent
or received between PC and the development board by calling the
functions encapsulated in this package. The VR system was built on
a computer with an i7-10870H CPU, 32G RAM, and the NVIDIA
Geforce RTX 3070 GPU. We used a Meta Quest 2 VR HMD, with a
resolution of 1832*1920 per eye, and a refresh rate of 72Hz.

In order to control the translation and orientation in VE, PC
will continuously receive signals from the development board. The
device’s tilt angle is conveyed through an analog signal, whereas
the orientation signals from buttons are digitally based. Activating
the orientation buttons results in a view rotation at a rate of 30
degrees per second. Given that the wheel was sensitive to rotation,
we set a threshold (β = 1) for the tilt angle to limit the triggering
of movements in VR. Only when the leaning angle of LeanOn is
larger than the threshold, the movement will be activated. An angle

Figure 3: The hardware setup of the circuit. (a) ESP32 development
board. (b) MPU6050 gyroscope. (c) 6000 RPM vibration motor. (d)
8500 RPM vibration motor. (e) 10000 RPM vibration motors. (f)
LM2596 voltage converter.

bias ω =−4 has been introduced, given that the the LeanOn device
has a tilt angle ∼-4 degrees when users place their feet on it in a
natural posture. The speed of locomotion was set proportional to
the leaning angle, so that users can move faster by increasing the
angle. Suppose the leaning angle received by PC is α and the speed
sensitivity is μ , then the travel speed (v) in VE can be expressed as

v =
{

0, |α +ω|< β
μ(α +ω), |α +ω| ≥ β (1)

Based on the pilot study during the device design, we set μ = 1 in
our experiment. The maximum travel speed was set to 3 m/s because
it is more likely to induce cybersickness if the speed exceeds this
value [47]. Thus, the effective leaning angle α ranged from 1 (mov-
ing forward) to 7 degrees (moving backwards). Angles surpassing
these values indicates movements at the highest achievable speed.

3.4 Communication Protocol between ESP32 and PC
A communication protocol is needed to extract and decode the
transmitted information between the ESP32 development board and
the PC hosting the Unity project. The information sent by the
development board to PC in each loop includes the current tilting
angle of the LeanOn, the orientation state, and the working states
of three vibration motors. The signal from the gyroscope and the
state of the orientation buttons were processed by the development
board and sent to PC. Distinguishing various terrains is achieved by
collision detection. When users travel on particular terrains in VE,
the PC will send corresponding signals to the development board to
activate vibration motors. Figure 4 shows how the signal transfer
between each device.

Figure 4: Illustration of the communication and system control.
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4 EVALUATION STUDY

As detailed in Section 3.1, two structures (leg-controlled and feet-
controlled) were implemented during the prototype design, and
tested among three participants in pilot studies in both standing and
seated postures. We found it challenging to keep balance and control
the locomotion while standing, and it was even more difficult when
wearing the VR HMD. Seated with feet-controlled orientation was
the most preferred method of control. Thus, we decided to evaluate
the design of LeanOn with this method of control.

4.1 Research Questions and Hypotheses

In this study, we aim to answer the following research questions:

RQ1: Which method is the most comfortable and easiest to operate
the LeanOn device?
RQ2: Can LeanOn reduce cybersickness in VR?
RQ3: Can LeanOn improve spatial presence in VR?
RQ4: Can LeanOn improve feedback experience in VR?
RQ5: Can LeanOn improve users’ navigation performance in VR?

Based on the pilot study and related works, we hypothesize that:

H1: Sitting with feet controlled orientation is the most comfortable
and easiest method to operate the LeanOn device.
H2: LeanOn will reduce users’ cybersickness in VR [15, 37].
H3: LeanOn will improve the spatial presence in VR [12, 15].
H4: LeanOn will improve feedback experience in VR [20, 39].
H5: LeanOn will improve users’ navigation performance in VR [12].

4.2 Study Design

To verify the pilot study results, we conducted a pre-study to collect
empirical data about users’ perceived comfort and ease of use with
the four different operation methods (2 structures × 2 postures). We
implemented a within-subjects design to compare users’ perceived
cybersickness, spatial presence, feedback experience, and control ac-
curacy with three conditions: joystick steering (JS), LeanOn without
vibration (LO), and LeanOn with vibration (LOV).

The experimental environment was a one-way route passed
through a virtual town built in Unity (see Figure 5). There are four
different terrains on this route: normal road, speed bump, rock road,
and train track (see Figure 6 and Figure 1e). Each participant was
asked to use three locomotion techniques to travel on the same route.
A Latin square design was followed to eliminate the order effect
of the used techniques. This study was approved by the University
Ethics Committee at Xi’an Jiaotong-Liverpool University.

Figure 5: Experimental scene of the study. The whole route can be
divided into 10 segments: 5 straight and 5 curved.

Figure 6: Four different terrains in the experimental scene: (a)
normal road, (b) speed bump (8500 RPM, 3V), (c) rock road (6000,
8500, 10000 RPM, 2V), (d) train track (8500 RPM, 2V).

4.3 Implemented Locomotion Techniques
4.3.1 Joystick Steering (JS)
Joystick steering allows users to travel in a virtual environment by
controlling the thumbstick on the right controller. The maximum
steering speed is set to 3 m/s. The travel speed is higher when users
push harder on the thumbstick. The orientation can be achieved by
pushing the thumbstick on the left controller.

4.3.2 LeanOn without Vibration (LO)
As introduced in Section 3, the LeanOn device is a leaning-based lo-
comotion technique. Users can lean the device forward or backward
to control the translation in VE (see Figure 1a). Same to joystick
steering, the travel speed varies from 0 m/s to 3 m/s depending on
the leaning angle of the board. There are two orientation controllers
that allow users to control the rotation (see Figure 1b). In the exper-
iment, LO did not activate the vibration system. Participants used
the seated with feet-controlled orientation method.

4.3.3 LeanOn with Vibration (LOV)
The setting of locomotion is the same as the previous technique.
The only difference is that the vibration system is activated for LOV.
When users travel on terrains with different textures, the vibration
system will generate different levels of vibration to simulate realistic
movements on the terrains.

4.4 Measures
4.4.1 Cybersickness
Cybersickness was measured by the Simulator Sickness Question-
naire (SSQ) [18]. It enumerated 16 possible symptoms into three
categories: nausea (N), oculomotor (O), and disorientation (D). Par-
ticipants needed to rate every symptom on a scale from 0 to 3, where
0 means asymptomatic and 3 means severe symptom. Items were
repeatedly coded, leading to 7 items related to nausea, 7 items re-
lated to oculomotor, and 7 items related to disorientation. The score
for each category and the total severity (TS) were calculated by
multiplying a constant factor with the sum of the related symptom
scores. The total severity of cybersickness is around three times
greater than that of simulator sickness [48].

4.4.2 Spatial Presence
Spatial presence was measured by the MEC-spatial presence ques-
tionnaire (MEC-SPQ) [49]. We used the eight statements that di-
rectly measure spatial presence, with 4 items related to self-location
and 4 items related to possible actions. The responses were recorded
on a 5-point Likert scale, ranging from 1 (strongly disagree) to 5
(strongly agree).

4.4.3 Feedback Experience
Feedback experience was measured by a group of questions modified
from the haptic experience inventory [42]. We changed the word
“haptic” to “feedback” to make it more general and applicable for
all three conditions. Participants were instructed that the feedback
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include all sensory feedback they perceived during the experience,
such as visual, auditory, and haptic feedback. For convenience, we
name this questionnaire FEQ (Feedback Experience Questionnaire).
Twenty questions measure 5 factors, 5 items for autotelic (A), 4 items
for expressivity (E), 4 items for immersion (I), 3 items for realism
(R), and 4 items for harmony (H) (see Table 1). The responses were
recorded on a 5-point Likert scale.

Table 1: Questions to measure the feedback experience, adapted
from [42].

A1. I like having the feedback as part of the experience.

A2. I like how the feedback itself feels, regardless of its role in the system.

A3. I disliked the feedback.

A4. I would prefer the system without the feedback.

A5. The feedback felt satisfying.

E1. I felt adequate variations in the feedback.

E2. The feedback changes depending on how things change in the system.

E3. The feedback reflects varying inputs and events.

E4. The feedback all felt the same.

I1. The feedback increased my involvement in the task.

I2. The feedback helped me focus on the task.

I3. The feedback helped me distinguish what was going on.

I4. I felt engaged with the system due to the feedback.

R1. The feedback was realistic.

R2. The feedback was believable.

R3. The feedback was convincing.

H1. The feedback felt disconnected from the rest of the experience.

H2. The feedback felt out of place.

H3. The feedback distracted me from the task.

H4. The feedback felt appropriate when and where I felt it.

4.4.4 Task Performance
During the experiment, we recorded the time participants spent
completing the route and their travel distance. Their positions in
VE were recorded every 0.5 seconds to track their travel route. To
investigate the control accuracy of three locomotion techniques, we
compared participants’ travel routes with a reference route (a route
in the middle of the road). Figure 5 shows the 10 segments of the
road, with 5 straight and 5 curved. Given a user position (xuser,
yuser), we selected the closest reference point point (xre f , yre f ) to
calculate the deviation. The deviation for each point was represented
by the Euclidean distance, which could be calculated as

d =
√

(xuser − xre f )2 +(yuser − yre f )2 (2)

Then we added the deviations for each segment together to calculate
the total deviation.

4.5 Procedure and Tasks
The experiment included the following four parts, lasting 35 to 40
minutes in total. The experiment procedure is shown in Figure 7. A
Latin square design was followed to eliminate the order effect of the
used techniques.

Briefing. Before the start of the experiment, we informed par-
ticipants of the experimental procedure and the possible negative
symptoms. Participants were allowed to stop the experiment if they
feel uncomfortable. After participants read the information sheet
and agreed, they were asked to sign an informed consent form and
fill in a demographic questionnaire.

Pre-study and tutorials. There are four methods to operate
the LeanOn device: (1) stand with leg-controlled orientation (DL),
(2) stand with feet-controlled orientation (DF), (3) sit with leg-
controlled (TL), and (4) sit with feet-controlled orientation (TF).
Participants were invited to use these methods for the LeanOn de-
vice to travel in a pre-study scene. After each trial, they needed to

Figure 7: The experiment procedure of this study.

fill in two questions on a 7-point Likert scale: 1) “Do you think this
operation method is comfortable?” and 2) “Do you think this opera-
tion method is easy to use?”. Then, a tutorial scene was provided to
help participants familiarize themselves with the three locomotion
techniques (JS, LO, LOV). After participants indicated that they
were familiar with the three techniques, they were asked to fill in a
pre-exposure SSQ.

Experimental sessions. The experiment included three sessions,
requiring participants to use different locomotion techniques to travel
on the route in a virtual town. At the beginning of each session,
participants were informed of the locomotion technique used in
this session. When participants arrived at the end of the road, they
needed to take off the VR HMD and fill in the questionnaires about
cybersickness, spatial presence, and feedback experience. Partici-
pants were given a 2-minute break before the next session to relieve
possible after-effects from the previous session. They could rest
longer if requested.

Technique ranking. After all the experimental sessions were
finished, participants were asked to give a ranking on the three
locomotion techniques and provide a short explanation.

4.6 Participants

Twenty-four participants (15 males and 9 females) from a local
university voluntarily signed up for the study. Their age ranged from
18 to 24 (m=21.86, SD=1.53). Six of them reported that they had
3D motion sickness. Fourteen participants had used VR devices
before. All of them had used joystick steering, but none had used
leaning-based locomotion. On a five-point Likert scale (5 = very
familiar), participants were familiar with VR (m=3.5, SD=1.01).

5 RESULTS

In total, we collected 96 sets of subjective measures on SSQ (4
sessions x 24 participants), and 72 sets of subjective measures on
MEC-SPQ and FEQ (3 sessions x 24 participants). Data analysis
was conducted in IBM SPSS Statistics.

5.1 Comfort and Ease of Use

In response to RQ1, Friedman tests showed significant differences
in comfort (χ2(3)=50.489, p<0.001) and ease of use (χ2(3)=48.982,
p<0.001). Post hoc analysis with Wilcoxon signed-rank tests was
conducted with a Bonferroni correction applied, resulting in a signif-
icance level set at p<0.0125. Except for the DL and TL pair, there
were significant differences between other pair-wise comparisons in
both comfort and ease of use (see Figure 8). Users found sitting with
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feet-controlled orientation to be the most comfortable and easiest to
use method to operate the LeanOn device.

Figure 8: Box plot showing the results of comfort and ease of use.
Dots in boxes indicate the mean value.

5.2 Cybersickness
In response to RQ2, Shapiro-Wilk tests showed that the distributions
of nausea, disorientation, oculomotor, and total severity data were
not normal (p<0.001). Friedman tests showed no significant differ-
ences in Nausea (χ2(3)=1.152, p=0.764), Oculomotor (χ2(3)=1.651,

p=0.648), Disorientation (χ2(3)=3.774, p=0.287), or Total Sever-

ity (χ2(3)=4.617, p=0.202). Figure 9 presents the box plot of the
simulator sickness score.

Figure 9: Box plot showing the SSQ results. Dots in boxes indicate
the mean values.

5.3 Spatial Presence
In response to RQ3, Friedman tests showed no significant dif-
ferences in SPPA (χ2(2)=1.542, p=0.463) or SPSL (χ2(2)=4.902,
p=0.086). By comparing the mean score, LOV led to the highest
SPPA (m=3.688, SD=0.848) and SPSL (m=4.052, SD=0.663) to
participants (see Figure 10).

5.4 Feedback Experience
In response to RQ4, Friedman tests showed significant dif-
ferences in autotelic (χ2(2)=9.956, p=0.007), expressivity

(χ2(2)=8.615, p=0.013), immersion (χ2(2)=13.273, p=0.001), real-

ism (χ2(2)=9.333, p=0.009), and harmony (χ2(2)=8.425, p=0.015).
Post hoc analysis revealed that users’ rating on the autotelics of LOV

Figure 10: Box plot showing the MEC-SPQ results, including the
spatial presence possible actions (SPPA) and the spatial presence
self-location (SPSL). Dots in boxes indicate the mean values.

was significantly higher than JS (Z=-2.758, p=0.006) and LO (Z=-
2.449, p=0.014); LOV provided significantly higher expressivity
than JS (Z=-2.621, p=0.009) and LO (Z=-2.58, p=0.01); LOV pro-
vided significant higher harmony than JS (Z=-2.397, p=0.017); LOV
led to significantly higher immersion than JS (Z=-2.983, p=0.003)
and LO (Z=-2.495, p=0.013). However, the post hoc analysis did
not show a significant difference in realism between pair-wise com-
parisons. Figure 11 presents the box plot and mean value of the
feedback experience score.

Figure 11: Box plot showing the results of the feedback experience
questionnaire. Dots in boxes indicate the mean values. Means and
standard deviations (in brackets) are shown in the table.

5.5 Task Performance
In response to RQ5, we compared participants’ time spent, travel dis-
tance, and average speed when using JS, LO, and LOV to show the
task performance. Shapiro-Wilk tests showed that the distributions of
time (p<0.001), distance (p<0.001), and speed data (p=0.002) were
not normal. Friedman tests showed significant differences in time
(χ2(2)=27, p<0.001), travel distance (χ2(2)=25.2, p=0.047) and

travel speed (χ2(2)=26.547, p<0.001). Post hoc analysis showed a
significant difference in time spent, between LO and JS (Z=-2.429,
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p=0.015), between LOV and JS (Z=-4.171, p<0.001), and between
LOV and LV (Z=-2.857, p=0.004). For travel distance, the difference
was significant between LOV and JS (Z=-2.448, p=0.013). Signif-
icant differences in travel speed were found between LO and JS
(Z=-3.589, p<0.001), between LOV and JS (Z=-4.229, p<0.001),
and between LOV and LO (Z=-3.057, p=0.002). Figure 12 presents
the box plot of time spent, travel distance, and average travel speed.
Joystick steering was the most efficient locomotion technique among
the three, shown by the shortest time, the shortest travel distance,
and the highest travel speed on average.

Figure 12: The box plot of time spent, travel distance, and average
travel speed. Dots in boxes indicate the mean values.

5.6 Control Accuracy
We analyzed users’ travel paths to investigate the control accuracy
of three locomotion techniques. Specifically, we calculated users’
travel deviations on straight segments and curved segments by com-
paring them against the central path. Shapiro-Wilk tests showed
that the distribution of the deviation data was not normal (p<0.001).
Friedman tests showed a significant difference in the deviation on
straight segments (χ2(2)=14.434, p=0.001), but an insignificant dif-

ference in the deviation on curved segments (χ2(2)=0.867, p=0.648).
Post hoc analysis showed significant differences in straight segments
between JS and LO (Z=-4.166, p<0.001), and between JS and LOV
(Z=-3.873, p<0.001). Figure 13 presents the box plot of the travel
deviations on straight and curved segments.

Figure 13: The box plot of the travel deviation on straight segments
and curved segments. Dots in boxes indicate the mean values.

5.7 Participants’ Preference
Friedman tests showed no significant difference in the rank of users’
favorite locomotion technique (χ2(2)=5.083, p=0.079). Among all

the 24 participants, 12 participants ranked first on LOV, 11 ranked
on JS, and only 1 ranked on LO. The average rankings were 1.79
(SD=0.883), 1.833 (SD=0.868), and 2.37 (SD=0.575) for LOV, JS,
and LO, respectively.

6 DISCUSSION

We discuss our findings on the research questions and hypotheses,
and provide design guidelines based on the user study.

Operation Usability. The results of the pre-study showed that the
sit with feet-controlled orientation was the most comfortable method
and the easiest to operate, which verifies H1. This finding is also
consistent with the research results of Zielasko et al. [55], indicating
that the majority of users tend to engage in virtual walking while in
a seated posture. Although some participants thought the stand with
leg-controlled orientation was more interesting, they reported that
it was very uncomfortable to control the movement in the virtual
environment. One participant (P8) suggested that “standing on the
LeanOn will be more stable if I can put my hands on the table.”
However, such a way of use contradicts our intention of making the
system hands-free, as we aim to ease the need for hand manipulation
when traveling in virtual environments.

Cybersickness. The experiment results revealed that LeanOn did
not significantly reduce users’ perceived cybersickness compared
to joystick steering, regardless of whether the vibration system was
activated or not. This result does not agree with H2. The mean
simulator sickness score of LeanOn with vibration was only slightly
lower than that of the joystick and LeanOn. One possible reason
for this difference is that both joystick steering and LeanOn involve
continuous locomotion and rotation, resulting in similar optic flow
on users’ vision. Additionally, in Nguyen-Vo et al.’s study [37],
the leaning-based approach adopted by NaviBoard and NaviChair
involved users’ movements of their upper body or the whole body.
In contrast, LeanOn mainly involved users’ feet movements. Thus,
we speculate that the severity of cybersickness caused by leaning-
based locomotion techniques varies depending on the different body
positions involved in the leaning control.

Spatial Presence. We found no significant difference in spatial
presence comparing LeanOn with steering (H3 is not supported),
which is consistent with some previous works [5, 15]. Nevertheless,
LeanOn with vibration scored higher than the other two locomo-
tion techniques in terms of mean and median scores. This result
indicates that vibration feedback has the potential to enhance users’
perception of the possible actions in the virtual environment. As for
the factor of self-location, the two LeanOn techniques scored higher
than joystick steering, which suggested that leaning-based steering
helped users better judge their position in the virtual environment
compared to controller-based steering, although the improvement
was not statistically significant. We deem that the reason for the
non-significant difference in spatial presence is that all three loco-
motion techniques involved continuous locomotion. There was no
immediate change in the user’s position that could cause cognitive
dissonance or disorientation. The continuous changes in users’ view
during locomotion help maintain their sense of spatial presence. In
contrast to steering which permits diagonal motion, the LeanOn de-
vice solely enables users to move straightforwardly. This limitation
could contribute to the relatively modest enhancement of spatial
presence observed with LeanOn. In addition, participants performed
the same tasks in the same environment, the possible actions were
limited in the controlled setting. The results may vary if the VR
environment is exploratory and more interactions are allowed.

Feedback Experience. The experiment results demonstrated
that LeanOn with vibration significantly improved users’ feedback
experience compared to joystick steering and LeanOn, in terms of
autotelic, expressivity, and immersion. The higher feedback experi-
ence score indicated that tactile feedback effectively enhanced users’
feedback experience. This result verifies H4. One participant (P15)

421



mentioned that “the vibration system of LeanOn gives me the feeling
that I am actually walking on different roads. This feedback fits
with what I’ve seen in the virtual scene.” This is consistent with the
findings in [39] that vibrotactile feedback could improve realism.
Although LeanOn had a higher feedback experience score than the
joystick, the effect of leaning-based steering alone without vibration
did not significantly improve the feedback experience. Participants
mainly perceived visual feedback when using LeanOn and joystick
steering, while LeanOn with vibration provided both visual and tac-
tile feedback. In terms of realism, there was no significant difference
between any groups. Since LeanOn with and without vibration had
similar scores on the realism factor, we attribute this to the imperfec-
tions in the terrain simulation system used in our study. This system
cannot perfectly replicate the road surface in the experimental sce-
nario, leading to a discrepancy between the feedback experienced in
the experiment and the real world. This conjecture also accounts for
the insignificant result between them in the harmony factor.

Speed and Control Accuracy. The experiment results revealed
that participants required more time when using LeanOn compared
to joystick steering, and the vibration system caused significantly
longer travel time. H5 is not supported. While previous work
showed that the leaning-based approach is more accurate than joy-
stick in control [12], our work showed that the travel distance using
LeanOn with vibration was longer than using joystick steering. Con-
sequently, the travel speed of participants was significantly slower
when using LeanOn than when using joystick steering, and the vi-
bration system had a significant negative effect on speed. The demo-
graphic information showed that none of our participants had prior
experience with the leaning-based locomotion technique, which
may account for the slower travel speed while using leaning-based
steering. We also observed that although technically, users could
move and change the orientation at the same time, some participants
tended to stop their movements before adjusting the orientations.
Furthermore, the existence of tactile feedback caused participants
unconsciously slow down their travel speed when passing rough
terrains, such as rocky roads and train tracks. This is the primary
reason for the significantly slower travel speed when using LeanOn
with vibration. By comparing the travel deviations on the straight
and curved segments, we discovered significant differences in the
straight segments, but not curved segments. This is likely because
joystick steering allows users to travel diagonally, while LeanOn
only allows users to travel forward and backward. Hence, LeanOn
lacks the ability to allow users to make slight adjustments to their
positions without rotating their views. This may account for the
lower accuracy of LeanOn on the straight segments.

Key Lessons. Seven key lessons are learned in this study: 1) The
sit with feet-controlled orientation method was the most favorable
way to operate our LeanOn device. It received significantly higher
scores in terms of comfort and ease of use compared to the other
three methods (stand with leg-controlled orientation, stand with feet-
controlled orientation, and sit with leg-controlled). 2) The leaning-
based locomotion technique and the terrain simulation system did not
contribute to reducing users’ perceived cybersickness. 3) Although
the terrain simulation system did help users perceive a higher level
of spatial presence, the difference was not statistically significant.
4) Compared to joystick steering and LeanOn without vibration,
which only provide visual feedback to users, LeanOn with vibration
with both visual feedback and tactile feedback has significantly
improved users’ feedback experience. The terrain simulation system
contributed to the autotelic, expressivity, harmony, and immersion
dimensions of the feedback experience. 5) The use of leaning-based
steering resulted in lower travel speed, which was further reduced
when the terrain simulation system was activated. 6) We observed
that most participants were not familiar with leaning-based steering
locomotion, which indicates the need for training and potentially
more time to use the technique effectively. 7) LeanOn with only

unidirectional movements has limited users’ capability to fine-tune
their movement directions on the go.

7 LIMITATIONS AND FUTURE WORK

The current work has some limitations. First, our participants were
mainly young adults who were not familiar with the leaning-based
locomotion technique. This is not representative of the general popu-
lation. It would be interesting to see if users’ control accuracy could
be improved if they are trained for a longer time and get experienced
with this technique. The results should be generalized with caution
to a different age group. Second, our study design did not consider
the joystick with vibration condition, nor the use Wii balance board
that has been used in previous works. In addition, we only had one
trial for each condition. This decision was made to prevent user
fatigue caused by excessive conditions and repetitive test runs. Still,
follow-up studies with more number trials, different environments,
types of trajectories, and tasks will contribute to a deeper under-
standing of the effectiveness of LeanOn. Nevertheless, the study
design should take into account the possible impact of experiment
duration and the exposure time on cybersickness. Third, the controls
of translation and orientation were separated on the current LeanOn
device. Future work could improve the design to use two foot pedals
connected with a joint in the middle, so that users could tilt the ped-
als to lean forward, and twist the pedals to change their orientations.
Subsequent research could also endeavor to enhance the fidelity of
the design to accurately replicate movements while standing, similar
to operating a balance vehicle. Finally, as a hands-free device, we
did not investigate whether this design could make it easier for users
to interact with objects in VR, especially when using hand gesture
interaction. This will be examined in future studies.

8 CONCLUSION

In this paper, we present the design and evaluation of LeanOn, a
novel leaning-based locomotion technique in Virtual Reality (VR).
LeanOn allows users to lean the device to control the movements in
the virtual environment (VE), and rotate the views by triggering the
orientation control buttons near their feet. Furthermore, to increase
users’ immersion in VR, we implemented a terrain simulation sys-
tem on this device. Three vibration motors of different frequencies
were used to generate various levels of tactile feedback when users
are passing through different terrains. To investigate the performance
of the LeanOn device in users’ perceived cybersickness, spatial pres-
ence, feedback experience, and task performance, we conducted a
study comparing LeanOn with joystick steering. The results showed
that LeanOn could not significantly reduce participants’ cybersick-
ness, and it could not lead to significantly higher spatial presence to
users with or without the vibration system. However, LeanOn with
the vibration system significantly increase participants’ feedback
experience and made them feel more immersed in VR. In terms of
task performance, participants traveled slower when using LeanOn
compared with joystick steering, and the speed was further slower
when the vibration system was activated. Furthermore, participants
found it difficult to control the LeanOn at the beginning of the exper-
iment, but most of the deviations were not significant difference after
they passed the first segment and adapted the operation of LeanOn.
To conclude, our leaning-based locomotion device allows users to
free their hands and leads to a better feedback experience for users
in VR without causing higher cybersickness while maintaining the
same level of spatial presence.
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